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Abstract

A vertically integrated fully dispersive nonlinear wave model is expressed in curvilinear coordinates with non-or-

thogonal grids for the simulation of broad-banded nonlinear random water waves in regions of arbitrary geometry. The

transformation is performed for both dependent and independent variables, hence an irregular physical domain is

converted into a rectangular computational domain with contravariant velocities. Use of contravariant velocity

components as dependent variables ensures easy and accurate satisfaction of the wall condition for lateral enclosures

surrounding a physical domain, such as a coastal area, channel, or harbor. The numerical scheme is based on finite-

difference approximations with staggered grids which results in implicit formulations for the momentum equations and

a semi-explicit formulation for the continuity equation. Linear long wave propagation in a channel of varying cross-

section and linear random wave propagation in a circular channel are presented as test cases for comparisons with the

corresponding analytical solutions. Cnoidal and Stokes waves in a circular channel are also simulated as examples to

nonlinear wave propagation within curved walls.
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1. Introduction

Beginning from the early 1980s use of boundary-fitted coordinates in the numerical solution of physical

problems involving arbitrary geometries has become one of the primary numerical approaches. Experience

gained within the last two decades has revealed the most suitable techniques for arranging the transformed

governing equations and the most appropriate numerical tools for obtaining the reliable results. Today, the
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overall approach to numerical solution of a physical problem in boundary-fitted curvilinear coordinates is

more or less a well-established procedure [1,2].

Earlier works on circulation or tidal wave models in curvilinear coordinates considered only the geo-
metrical transformation (i.e., the transformation of the independent variables only) and retained the ori-

ginal Cartesian velocities as dependent variables [3–5]. Besides, orthogonal transformations were preferred

as they yielded simpler equations when compared with non-orthogonal transformations. Later studies

showed that use of the Cartesian velocities introduces definite numerical restrictions and inaccuracies (see

Muin and Spaulding [6] for more details), hence formulations in terms of the contravariant velocities with

non-orthogonal grids should be preferable for accuracy and versatility. First use of contravariant velocity

variables in a curvilinear circulation model is attributed to Sheng [7].

Androsov et al. [8] expressed long wave equations in curvilinear grids with particular attention to the
formulation of the open boundary conditions. A storm surge flooding model based on the long wave

equations combined with the wet–dry grid method in curvilinear coordinates was given by Shi et al. [9]. Bao

et al. [10] presented a three-dimensional tidal wave model in boundary-fitted coordinates with a r-stretching
in the vertical coordinate and used it for a case study of the Bohai Sea. Recent works of Li and Zhan [11]

and Shi et al. [12] on improved Boussinesq models in boundary-fitted coordinates are notable exceptions to

non-dispersive wave models. Romanenkov et al. [13] investigated the advantages and disadvantages of

different velocity variables and grids in viscous shallow-water equations, and, quite recently, Sankarana-

rayanan and Spaulding [14] studied the effects of grid non-orthogonality on the numerical results obtained
from the shallow water equations in boundary-fitted coordinate systems.

The present work contributes to a rather unexploited application area of the curvilinear coordinate

transformations and expresses a fully dispersive nonlinear water wave model, valid for broad-banded

random waves, in boundary-fitted curvilinear coordinates in terms of the contravariant velocities. Use of a

hyperbolic profile for the vertical distribution of the velocity field in the derivation of the present model

provides a significant advantage over the Boussinesq-type dispersive models, which are derived based on a

parabolic profile assumption and consequently restricted to limited depths. Furthermore, the dispersive

characteristics of the present equations are enhanced by taking more component equations instead of in-
creasing the order of derivatives of the dependent variables as in the Boussinesq-type equations.

Transformation of the wave model is accomplished in the simplest manner possible by recognizing a

definite expression which is repeated in slightly different forms in the equations. The second-order radiation

condition of Engquist and Majda [15] is also expressed in curvilinear coordinates as outgoing boundary

condition. The resulting transformed equations are then numerically solved using finite-difference ap-

proximations with staggered girds.

Two test cases are considered for checking the reliability of the numerical scheme. First, linear long wave

propagation across a channel of gradually varying cross-section is simulated to compare the amplitude var-
iation along the channel againstGreen�s analytical formula. Then, linear randomwave simulation in a circular

channel is considered for comparing the numerically obtained solution with the exact analytical solution.

Results of the test cases show quite satisfactory agreement between the analytical and the numerical solutions.

As examples to nonlinear wave transformations in arbitrary physical domains, the cnoidal waves and the

Stokes waves in a circular channel are simulated. Distinct features of the nonlinear simulations as compared

with the linear simulations are emphasized. In closing, comments are made on possible practical applica-

tions of the equations presented.
2. Transformation of wave equations

The wave equations used in this work are the fully dispersive nonlinear equations developed by Nadaoka

et al. [16]. The model equations are capable of simulating broad-banded nonlinear random waves over
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arbitrary water depths as well as reproducing the cnoidal waves and the second-order Stokes waves. The

continuity equation and the nth components of the x- and y-momentum equations in Cartesian coordinates

are given by
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where g is the gravitational acceleration, f is the free surface elevation, um and vm are the mth components of

the horizontal velocity vector at the still water level z ¼ 0. xn indicates one of the selected circular fre-

quencies ðn ¼ 1; . . . ;NÞ of the equations while kn denotes the corresponding wave number computed ac-
cording to the dispersion relation x2

n ¼ gkn tanh knh for a given local depth h.
Eqs. (1)–(3) provide 2N þ 1 equations for the solution of the unknowns f and um, vm with m ¼ 1; . . . ;N .

For simple periodic or narrow-banded wave fields just a single component N ¼ 1 is enough while for broad-

banded wave fields taking N ¼ 2 or N ¼ 3 is quite sufficient as demonstrated in [16].

Coordinate transformations from a two-dimensional Cartesian system ðx; y; tÞ to a two-dimensional

curvilinear system ðn; g; sÞ are given by [2]
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in which the metrics are defined as
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nx ¼ Jyg; ny ¼ �Jxg; gx ¼ �Jyn; gy ¼ Jxn; ð5Þ

where J ¼ ðxnyg � xgynÞ�1
is the Jacobian of the transformation. A subscript indicates partial differentiation

with respect to the denoted variable. A sketch of an arbitrary physical domain and the corresponding

physical domain is given in Fig. 1.

A careful examination reveals that the expression
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where f is a scalar function, occurs repeatedly in Eqs. (1)–(3). That is, f ¼ ðxm=kmÞ2 þ gf in Eq. (1) and

f ¼ 1 in Eqs. (2) and (3). Therefore, expressing F in curvilinear coordinates in terms of the contravariant
velocity components is necessarily the first step. Making use of Eqs. (4) and (5), denoting the mth com-

ponents of the contravariant velocities in the n- and g-directions by Um and Vm while noting that they are

defined as

Um ¼ nxum þ nyvm and Vm ¼ gxum þ gyvm ð7Þ

gives, after some straightforward algebra
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where U �
m and V �

m are defined as U �
m ¼ Um=J and V �

m ¼ Vm=J for notational and numerical convenience.

The continuity equation is now readily transformed by simply setting f ¼ ðxm=kmÞ2 þ gf in (8) and then

using it back in Eq. (1). On the other hand, setting f ¼ 1 in (8) gives the terms multiplied by Cnm and Dnm in

the momentum equations. The surface velocities u0; v0, and w0 may be computed directly by solving um and

vm in terms of U �
m and V �

m
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The final step is to combine the x- and y-momentum equations in appropriate manner to obtain the cor-

responding momentum equations in the n- and g-directions. To this end, multiplying (2) by nx, (3) by ny ,
and adding the resulting equations give the n-momentum equation. In a similar vein, multiplying (2) by gx,
y

x

η

ξ

ξ

η

Fig. 1. Definition sketch of an arbitrary physical domain (left) and the corresponding computational domain (right). The hatched lines

indicate wall boundaries.
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(3) by gy , and adding give the g-momentum equation. Thus, the wave model in curvilinear coordinates in

terms of the contravariant velocity components U �
m ¼ Um=J and V �

m ¼ Vm=J becomes
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The coefficients Anm, Bn, Cnm remain as previously defined; only hx and hy appearing in Dx
nm and Dy

nm need to

be computed as nxhn þ gxhg and nyhn þ gyhg.
3. Boundary conditions

A typical problem requires basically three different boundary conditions: incoming boundary condition,

wall condition, and outgoing boundary condition. While the first two conditions are easily handled, the
radiation boundary condition requires the transformation process applied to the wave equations.

At the incoming boundary, which is taken along the g-axis at n ¼ 0, the free surface displacement f is

specified by assigning time series of a definite wave form. For unidirectional waves, U �
m is obtained from the

relation U �
m ¼ ðnxum þ nyvmÞ=J , using um ¼ Cf=ðx2

m=gk
2
m þ fÞ and vm ¼ 0, as dictated by the nonlinear

continuity equation for unidirectional periodic waves of celerity C ¼ x=k, which, for nonlinear waves, may

be different from xm=km used in wave equations. Directional waves at the incoming boundary may also be

generated by using these specifications, it is only necessary to introduce an appropriate phase angle for each

grid point along the g-axis on the boundary.
Since the wave model is formulated in terms of the contravariant velocities, the wall condition even for

irregular geometries can be specified in the most straightforward manner by simply requiring the contra-

variant velocity component normal to the wall boundary vanish.

Implementation of the outgoing boundary condition in the numerical scheme requires the transfor-

mation of an appropriate radiation equation to the curvilinear coordinates. Problems associated with the

artificial reflection of waves from the outgoing boundaries have resulted in a variety of proposed boundary

conditions. For water waves the second-order boundary condition of Engquist and Majda [15] proves

particularly good for the absorption of directional waves and contains Sommerfeld�s classical radiation
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condition as special case. For waves moving primarily in the x- and y-directions, respectively, their second-
order condition gives
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where C is the constant phase speed of the waves leaving the domain.

The numerical scheme adopted in this work uses only two time levels hence time derivatives must not

exceed the first order. To meet this requirement the above equations are split as

oum
ot

� C
oum
ox

¼ R;
oR
ot

� 1

2
C2 o

2um
oy2

¼ 0; ð15Þ
ovm
ot

� C
ovm
oy

¼ S;
oS
ot

� 1

2
C2 o

2vm
ox2

¼ 0: ð16Þ

Unless some simplifications are introduced the transformation of Eqs. (15) and (16) to the curvilinear

coordinates results in complicated expressions. Assuming an unvarying geometry for the physical domain

in the vicinity of the outgoing boundary simplifies the process considerably by making the derivatives of the

metrics zero. With the implementation of this plausible assumption and through appropriate combination

of the equations the second-order radiation condition of Engquist and Majda [15] in curvilinear coordinates

for the n- and g-directions becomes
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While Eqs. (17) and (18) provide definitely better absorption of directional waves, numerical experiments

have revealed that their degenerate forms with R ¼ 0 and S ¼ 0 (Sommerfeld�s equations) give almost

identical results if the outgoing waves do not make acute angles with the boundary.
4. Numerical approach

Regardless of the shape of the physical domain, Eqs. (10)–(12) are solved in a perfectly rectangular

computational domain using finite-difference approximations with unit grid sizes in both directions. If the

physical domain is complicated the computational domain may be arranged as a combination of several

rectangular domains (see for instance Bao et al. [10]). Several different approaches based on the staggered or
non-staggered grids are available. After trying three different grid orientations (i.e., non-staggered grid,

staggered Arakawa B-grid, and staggered Arakawa C-grid [17]) it has been decided that staggered Arakawa

C-grid performed best for the equations used here. Fig. 2 shows the grid orientation for the variables.

Unlike Boussinesq models, which rely on higher derivative terms for better dispersion characteristics, the

present wave model improves its dispersion by increasing the number of components ðn ¼ 1; . . . ;NÞ rather
than increasing the order of derivatives of the dependent variables, hence contains at most second-order

spatial derivatives. Therefore, the second-order accurate finite-difference approximations, widely used in

many applications involving similar problems, are considered sufficient from the numerical point of view.
Tests presented in the next section also support this choice. Accordingly, all the derivatives are second-

order accurate and centered at the mid-time level t þ Dt=2, t being the current time and Dt the time step. The

main wave propagation direction is taken along the positive n-axis; therefore, n-momentum equation is

solved first to obtain U �
m for the new time level t þ Dt, assuming the new time level values of f and V �

m

known. Then, g-momentum equation is solved for V �
m using the new U �

m values as computed from the

previous step. The velocity computations require solutions of block tridiagonal matrix systems, which are

accomplished very efficiently by the method first introduced by Keller [18] as a generalization of the

Thomas algorithm. The surface displacement is obtained from a semi-explicit discretization (i.e. explicit in
f, implicit in U �

m and V �
m ) of the continuity equation, which is treated as explicit in the computations. Finally,

the radiation condition is implemented through one-sided discretization of the spatial derivatives wherever

needed; otherwise they are centered following the usual approach. Since all these computations involve

certain approximations, an iterative procedure is needed. Through numerical experiments it has been
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Fig. 2. Grid orientation for the variables f, U �
m, and V �

m .
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ascertained that for all the cases considered in this work, a maximum of three iterations for linear compu-

tations and five iterations for nonlinear computations were sufficient to obtain reliable results. This was

determined by continuously computing the difference between the iteratively computed values of the
normalized surface displacement (normalized with respect to the incident wave amplitude) at every discreet

point and requiring that the difference be less than 10�5.
5. Test cases

For testing the reliability of the numerical scheme developed, two different simulations with known exact

solutions are considered. The first case is the linear long wave propagation in a gradually converging and
then diverging channel. The second case is the simulation of a linear random wave field in a circular

channel.

5.1. Linear long waves in a channel of varying width

First, linear long wave propagation across a converging and then diverging channel is simulated and the

variation of the wave amplitude along the channel length is compared with the theoretical formula of

Green. The period of the incident wave is T ¼ 10 s and the water depth is h ¼ 1 m which result in a depth to
wavelength ratio of approximately h=L ¼ 1=30, indicating a long wave. The channel width at x ¼ 0 is

b0 ¼ 20 m, which reduces to half its value after a distance of five wavelengths and then widens to b0 again
after another five wavelengths, the channel width varying elliptically. For a gradually varying channel

cross-section Green�s formula (see Lamb [19], Section 185) predicts an amplitude variation according to

aðxÞ ¼ a0
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b0=bðxÞ

p
; ð19Þ

where a0 and b0 are, respectively, the wave amplitude and the channel width at x ¼ 0 while aðxÞ and bðxÞ are
the corresponding values at an arbitrary location x along the channel. Simulations were performed for

N ¼ 1 component with x1 ¼ 2p=T . Time and space resolutions were Dt ¼ T=40 s and Dx ¼ L=40 m,
Dy ¼ bðxÞ=40 m, making the Courant number Cr ¼ CDt=Dx exactly one. Eq. (17) with R ¼ 0 and S ¼ 0 was

used as the radiation condition at x ¼ 10L m. The grids in the physical domain were not orthogonal since

they were generated by simply making equal and straight divisions in the x-direction and then dividing the

corresponding widths into equal lengths. Hence, the simulation also works as a check on the non-or-

thogonal terms. Fig. 3 shows a perspective view of the fully developed wave field and the comparison of the

numerically computed wave form with Green�s formula along the mid-section.
Fig. 3. Linear long wave propagation across an elliptically varying channel: perspective view (left) and variation of the simulated wave

along the mid-section compared with the analytical formula (right). Surface displacement is normalized with respect to the incident

wave amplitude.
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5.2. Linear random waves in a circular channel

In the context of acoustics, Rostafinski [20] studied the sound propagation in a curved duct. The ana-
lytical solution, which may be readily adapted to the present problem, is as follows. Surface elevation in

polar coordinates ðr; hÞ is expressed as a linear combination of different modes, which are given in terms of

the Bessel functions of the first and second kind. The solution may be generalized to random waves by

employing the principle of superposition so that the resultant surface elevation is expressed as

fðr; h; tÞ ¼
XP
p¼1

XQ
q¼1

apqJmpqðkprÞ



þ bpqYmpqðkprÞ
�
eimpqh eið2pfptþdpÞ; ð20Þ

where i is the imaginary unit, fp is the frequency of the pth component of the random wave field composed

of P components, kp and dp are the corresponding wavenumber and the random phase angle, respectively.

apq and bpq are the amplitudes which depend on both the solution mode and the imposed spectral shape, and
finally mpq is the order of the Bessel functions which is to be computed from Eq. (23), whose number of roots

determines the total number of modes Q for each wave component p.
The boundary conditions on the inner wall of=orjr¼ri

¼ 0 and outer wall of=orjr¼ro
¼ 0 give, respectively,
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in which the primes denote differentiation with respect to r while ri and ro denote the inner and outer radii

of the circular channel. From Eqs. (21) and (22) the following condition is obtained for determining mpq:
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The incident wave amplitudes for each pth wave component are determined according to the specified

spectral shape. Imposing the incident wave amplitude as fðr; 0; tÞ ¼
PP

p¼1 cp exp½ið2pfpt þ dpÞ� at the channel
entrance h ¼ 0, noting that each component function is orthogonal with weight 1=r, the coefficients apq and
bpq are computed as
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where FpqðrÞ ¼ JmpqðkprÞY 0
mpq
ðkpriÞ � YmpqðkprÞJ 0

mpq
ðkpriÞ is obtained by solving (21) for bpq and then substituting

it into (20). Note that bpq could be obtained from Eq. (22) as well.

For the test case considered here the inner radius of the channel is taken as ri ¼ 50 m and the outer

radius as ro ¼ 100 m; the channel covers an arc of 180�. The water depth and the incident mean wave period

are selected as h ¼ 5 m and Tm ¼ 5 s, respectively. Component wave amplitudes cp of the incident waves are
specified according to the shape of a Bretshneider spectrum. Random phases are generated in the range of

0� 2p using a random number generator subroutine. P ¼ 50 sinusoidal waves with amplitudes cp and

frequencies fp ¼ pfc=P , fc ¼ 1:5=Tm being the cutoff frequency, are imposed across the channel at the en-

trance while Eq. (17) is used as the radiation condition at the end of the computational domain. To avoid
numerical problems associated with the Bessel functions for high wavenumbers and high orders in Eq. (23)

the cutoff frequency is necessarily limited.

Since the incident waves are random, wave model in curvilinear coordinates was run for two wave

components N ¼ 2 with circular frequencies x1 ¼ 2p=Tm and x2 ¼ 2x1. In the physical domain, a constant

angular grid spacing of Dh ¼ p=400 rad was used along the channel while the grid spacing in the radial
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Fig. 5. Contour lines of the fully developed random wave field in a circular channel: analytical solution (left) and numerical solution at

t ¼ 18Tm s (right).

Fig. 4. Perspective view of random wave propagation in a circular channel at t ¼ 18Tm s as obtained from the numerical solution of the

present model.
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direction was Dr ¼ 1 m. Time resolution was taken as Dt ¼ Tm=50 s so that the average Courant number

(computed by averaging the arc lengths corresponding to the inner and outer radii) in the wave propagation

direction was approximately unity.

As the waves propagate in the circular channel, they reflect from the outer wall and diffract in the vicinity

of the inner wall thus creating quite complicated patterns as shown in the perspective view at t ¼ 18Tm s in

Fig. 4. In order to make comparisons with the theory presented above, the contours of the analytical so-

lution and the fully developed wave field as obtained from the numerical solution after 18 wave periods
elapsed are depicted together in Fig. 5. Finally, comparisons of the surface displacement between the

analytical and numerical solution along the inner wall and the outer wall are presented in Figs. 6(a) and (b).
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Fig. 6. Comparison of the analytical solution (solid line) with the numerical solution at t ¼ 18Tm s (dashed line) for the normalized

surface displacement along the inner wall (a) and outer wall (b) of the circular channel.
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Except for minor differences the two solutions remarkably agree with each other and establish confidence in

the model equations and the numerical code.
6. Nonlinear wave simulations

The wave model used in this work is capable of reproducing the well-known periodic small-amplitude

waves both in shallow water and in deep water equally well. Simulations of cnoidal and Stokes waves in

a circular channel are presented now as examples to nonlinear wave transformations within curved

boundaries.

6.1. Cnoidal waves in a circular channel

Cnoidal waves are nonlinear periodic shallow water waves formulated first by Korteweg and DeVries
[21] in connection with the wave equation they derived. According to the cnoidal wave theory only two

dimensionless parameters may be selected freely; the rest of the physical quantities, such as wave period,

wavelength, and celerity are fixed according to these two parameters and the complete elliptic integrals of

EðmÞ and KðmÞ which depend on m. In principle it is possible to select a definite period and wavelength, and

then determine the corresponding wave steepness and modulus, but this approach is quite tedious due to

the dependency of EðmÞ and KðmÞ on m (see [22, p. 547]). Therefore, in the simulations presented here, two

different wave steepness H=h (H wave height) values and modulus m are selected first, and then, taking the

water depth h ¼ 3 m, the remaining physical quantities T , L, C and the surface displacement f are computed
according to the original cnoidal theory [21]. Due to the reduced water depth, the depth to the wavelength

ratio now confirms the necessary long wave condition. Because of the reflections from the outer wall, waves

become quite steep (as much as four times the incident amplitude) therefore moderate wave steepness values

H=h ¼ 0:1 and H=h ¼ 0:3 are used for the incoming waves. The modulus m for each wave steepness H=h is



Fig. 8. Perspective views of the fully developed Stokes wave fields at t ¼ 18T s in a circular channel for kH ¼ 0:1 (a) and kH ¼ 0:3 (b).

Surface displacement is normalized with respect to half the incident wave height.

Fig. 7. Perspective views of the fully developed cnoidal wave fields at t ¼ 18T s in a circular channel for H=h ¼ 0:1 (a) and H=h ¼ 0:3

(b). Surface displacement is normalized with respect to half the incident wave height.

656 S. Beji, K. Nadaoka / Journal of Computational Physics 198 (2004) 645–658
determined by trial and error in such a way as to make the wavelength the same for both cases, which in

turn is the same as the mean wavelength of the linear test case given in Section 6.1. Accordingly, m ¼ 0:54
for H=h ¼ 0:1 and m ¼ 0:89 for H=h ¼ 0:3 are used. Numerical conditions (time and space resolutions, etc.)

are identical to those used in the linear simulations.

Since the dimensions of the circular channel is kept the same for all (linear and nonlinear) simulations it

is aimed to maintain a geometric similarity by keeping the wavelength the same as well, for all the cases. In

this way it is possible to observe the prominent features and effects of nonlinearity which arise principally
from the high wave steepness. Figs. 7(a) and (b) show the fully developed wave fields for two different wave

steepness values. As expected, H=h ¼ 0:1 case, being rather weak in nonlinearity, resembles the linear case;

however, as the wave steepness becomes higher H=h ¼ 0:3, due to the asymmetric form of the waves, re-

flections from the outer wall increase considerably and the patterns become sharper.

6.2. Stokes waves in a circular channel

Since Stokes waves are essentially deep water waves, the wave steepness is measured by kH . Similar to
the cnoidal wave simulations, two different steepness values kH ¼ 0:1 and kH ¼ 0:3 are selected for sim-

ulations. The circular channel dimensions and the water depth are kept the same as the linear test case, the

wave periods for each steepness values are adjusted so that the wavelengths for both cases would be the

same as the other simulations. The incident wave form is specified according to the second-order Stokes

theory. Because the Stokes waves are asymmetric compared to the linear waves but not as asymmetric as

the cnoidal waves, the resulting wave patterns are expectedly between those of the linear and of the cnoidal
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waves. Figs. 8(a) and (b) show the fully developed wave fields for the wave steepness values kH ¼ 0:1 and

kH ¼ 0:3, respectively. Obviously, the case of kH ¼ 0:3 has sharper features but the contrasts between the

two figures are not as prominent as those of the cnoidal waves.
7. Concluding remarks

Fully dispersive nonlinear wave equations in curvilinear coordinates with non-orthogonal grids have

been developed based on the wave model of Nadaoka et al. [16], which is valid for broad-banded nonlinear

waves in arbitrary relative depths. Finite-difference approximations with a staggered grid system (Arakawa

C-grid) is adopted for the numerical solution of the resulting boundary-fitted wave equations. Comparisons
for the test cases of a gradually varying channel and a circular channels provide convincing evidence re-

garding the reliability and accuracy of the model equations and the numerical approach. The cnoidal and

Stokes waves in a circular channel are also simulated for two different wave steepness values to demonstrate

the model�s capability of simulating nonlinear waves as well as revealing the prominent features of non-

linear wave patterns. Treatment of more complicated regions is also possible by an appropriate generation

of grids that results in not a single rectangular computational domain but a combination of rectangular

domains. The future work aims at concentrating on the applications of the present equations to practical

case studies of natural or man-made areas.
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